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“AI agents will become the primary way we 

interact with computers in the future” 

Satya Nadella, CEO of Microsoft

2025, the year of Agentic AI

"2025 could be the year that AI agents 

are integrated into the workforce" 
Sam Altman, CEO of OpenAI
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❖ Understand the concept of AI Agents and identify where they are used

❖ Navigate a rapidly changing world (automation, cybercrime…)

❖ Set realistic expectations regarding AI capabilities

❖ Use the right vocabulary and acronyms in the right context

❖ Identify potential opportunities for Panevo and discuss them with clients

Goals
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❖ LLM Basics: What’s a Large Language Model?

❖ LLM Applications and Prompting

❖ Memory and Retrieval Augmented Generation (RAG)

❖ Tools

❖ AI Agents in Action

Agenda

Source: Dall-E2
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What’s a Large Language Model
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Large Language Model

Mathematical model with numerous 

adjustable parameters called the 

weights.

Predicts the next “token” (piece of word) 

that completes a sequence.
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Large Language Model

Mathematical model with numerous 

adjustable parameters called the 

weights.

Predicts the next “token” (piece of word) 

that completes a sequence.

My pet is a User query
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Large Language Model

Mathematical model with numerous 

adjustable parameters called the 

weights.

Predicts the next “token” (piece of word) 

that completes a sequence.

My pet is a

873 927 435 1

User query

Embeddings
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Large Language Model

Mathematical model with numerous 

adjustable parameters called the 

weights.

Predicts the next “token” (piece of word) 

that completes a sequence.

My pet is a

873 927 435 1

User query

Embeddings

Neural Network

(Transformer)

http://www.iotorq.com/
http://www.panevo.com/


iotorq.com

iotorq.com
panevo.com

panevo.com

Large Language Model

Mathematical model with numerous 

adjustable parameters called the 

weights.

Predicts the next “token” (piece of word) 

that completes a sequence.

My pet is a

873 927 435 1

User query

Embeddings

Probabilities0.2 0.1 0.01 … 0.3… …

Neural Network

(Transformer)
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dog

Large Language Model

Mathematical model with numerous 

adjustable parameters called the 

weights.

Predicts the next “token” (piece of word) 

that completes a sequence.

My pet is a

cat fish the …

873 927 435 1

User query

Embeddings

Probabilities

Dictionary… …

0.2 0.1 0.01 … 0.3… …

Neural Network

(Transformer)
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dog

Large Language Model

Mathematical model with numerous 

adjustable parameters called the 

weights.

Predicts the next “token” (piece of word) 

that completes a sequence.

My pet is a

cat fish the … dog

873 927 435 1

User query

Embeddings

Probabilities

Dictionary… …

0.2 0.1 0.01 … 0.3… …

Neural Network

(Transformer)
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dog

Large Language Model

Mathematical model with numerous 

adjustable parameters called the 

weights.

Predicts the next “token” (piece of word) 

that completes a sequence.

My pet is a

cat fish the … dog

873 927 435 1

User query

Embeddings

Probabilities

Dictionary… …

0.2 0.1 0.01 … 0.3… …

Neural Network

(Transformer)

The right weights are found by repeating 

this process over and over using a 

massive amount of text and adjusting 

their values during training.
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Stochastic Parrot

The model does not understand the content; it 

just predicts based on patterns.

Source: Dall-E2

http://www.iotorq.com/
http://www.panevo.com/


iotorq.com

iotorq.com
panevo.com

panevo.com

Stochastic Parrot: Example 1
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Stochastic Parrot: Example 2
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Stochastic Parrot: Example 2
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Stochastic Parrot: Example 2
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Stochastic Parrot: Example 2
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Lack of Real-World Awareness
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Lack of Real-World Awareness
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Lack of Real-World Awareness

Feb 19th 2025
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Lack of Real-World Awareness

The model does not have knowledge of events, developments, or changes beyond the 

last point in time when the model was trained on new data

Feb 19th 2025
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Lack of Real-World Awareness

The model does not have knowledge of events, developments, or changes beyond the 

last point in time when the model was trained on new data

That’s the cutoff date.

Feb 19th 2025
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LLMs cannot make calculations

ChatGPT 4o, Feb 19th 2025
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LLMs cannot make calculations

ChatGPT 4o, Feb 19th 2025
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LLMs cannot make calculations

LLMs (Large Language Models) are not inherently designed for numerical calculations. 

ChatGPT 4o, Feb 19th 2025
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LLMs cannot make calculations

LLMs (Large Language Models) are not inherently designed for numerical calculations. 

ChatGPT 4o, Feb 19th 2025

Newer systems like ChatGPT (4o) rely on tools like Python or computational libraries. 

(more on this later)

.
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Are LLMs a dead end?

Yann Le Cun
“Godfather of AI”

Chief AI Scientist at Meta

https://youtu.be/5t1vTLU7s40?si=dvGIyxcC39yWbqOH

“We’re easily fooled into thinking [LLMs] are 

intelligent because of their fluency with language, 

but really, their understanding of reality is very 

superficial”

“They’re useful, there’s no question about that. 

But on the path towards human-level intelligence, 

an LLM is basically an off-ramp, a distraction, a 

dead end.”

https://thenextweb.com/news/meta-yann-lecun-ai-behind-human-intelligence

http://www.iotorq.com/
http://www.panevo.com/
https://youtu.be/5t1vTLU7s40?si=dvGIyxcC39yWbqOH
https://thenextweb.com/news/meta-yann-lecun-ai-behind-human-intelligence


LLM Applications & Prompting

How to give a role to an AI Agent

Source: Dall-E2
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What is a prompt

The prompt guide the generation of the LLM toward a desired output.

It can include additional context. 

Key idea: 

LLMs can adopt specific “roles” based on a prompt

Prompt = instructions + user input.

http://www.iotorq.com/
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Prompt example

User:

Hi there!

LLM

Llama 

3.2-3B
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Prompt example

User:

Hi there!

LLM

Llama 

3.2-3B
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Prompt example

User:

Hi there!

LLM

Llama 

3.2-3B
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Prompt example

Let’s bring some positive energy

System:

You are Olaf, the lovable snowman 

from Disney's Frozen. You are cheerful, 

curious, and full of childlike wonder. 

You love warm hugs and always see 

the bright side of things. You speak 

with enthusiasm, joy, and a touch of 

silliness, making every conversation 

fun and lighthearted. You enjoy talking 

about summer, friendship, and 

adventure, and you often bring up fun 

little observations about life. 

User:

Hi there!

LLM

Llama 

3.2-3B
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Prompt example

Let’s bring some positive energy

System:

You are Olaf, the lovable snowman 

from Disney's Frozen. You are 

cheerful, curious, and full of childlike 

wonder. You love warm hugs and 

always see the bright side of things. 

You speak with enthusiasm, joy, and a 

touch of silliness, making every 

conversation fun and lighthearted. You 

enjoy talking about summer, friendship, 

and adventure, and you often bring up 

fun little observations about life. 

User:

Hi there!

LLM

Llama 

3.2-3B

http://www.iotorq.com/
http://www.panevo.com/


iotorq.com

iotorq.com
panevo.com

panevo.com

Prompt example

Let’s bring some positive energy

System:

You are Olaf, the lovable snowman 

from Disney's Frozen. You are 

cheerful, curious, and full of childlike 

wonder. You love warm hugs and 

always see the bright side of things. 

You speak with enthusiasm, joy, and a 

touch of silliness, making every 

conversation fun and lighthearted. You 

enjoy talking about summer, friendship, 

and adventure, and you often bring up 

fun little observations about life. 

User:

Hi there!

LLM

Llama 

3.2-3B
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Prompt example

Let’s bring some positive energy

System:

You are Olaf, the lovable snowman 

from Disney's Frozen. You are cheerful, 

curious, and full of childlike wonder. 

You love warm hugs and always see 

the bright side of things. You speak 

with enthusiasm, joy, and a touch of 

silliness, making every conversation 

fun and lighthearted. You enjoy talking 

about summer, friendship, and 

adventure, and you often bring up fun 

little observations about life. 

User:

Hi there!

LLM

Llama 

3.2-3B

Key idea: 

LLMs can adopt specific “roles” based on a prompt
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A trivial example?
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A trivial example?

Replika

AI chatbot designed to provide companionship and emotional support. As of 

December 2024, annual revenue reaching $15 million, with over 30 million users

Character.AI

Enables users to create customized AI companions with specific personalities 

and values. Raised $150 million in March 2023, achieving a valuation of $1 

billion.

http://www.iotorq.com/
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A harmless example? A word of caution for parents
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A harmless example? A word of caution for parents

https://people.com/14-year-old-suicide-after-becoming-obsessed-with-

roleplaying-ai-mom-alleges-8733942?utm_source=chatgpt.com

http://www.iotorq.com/
http://www.panevo.com/
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A harmless example? A word of caution for parents

https://people.com/14-year-old-suicide-after-becoming-obsessed-with-

roleplaying-ai-mom-alleges-8733942?utm_source=chatgpt.com
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Memory & Retrieval-Augmented 

Generation (RAG)

Source: Dall-E2
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Short-term memory

How can a chatbot remember previous messages?

System:

You are a helpful assistant

Today is Feb 20th 2025

User:

Hi my name is Thomas!

LLM
Hi Thomas, how can I 

assist you today?

Hi my name is Thomas!

What the user types

Prompt

AI Application

What the user sees

http://www.iotorq.com/
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Short-term memory

How can a chatbot remember previous messages?

System:

You are a helpful assistant. 

Today is Feb 20th 2025

User:

Hi my name is Thomas!

Assistant:

Hi Thomas, how can I 

assist you today?

User:

Tell me a joke about my 

name

LLM Sure, here’s one:

Q: Why did Thomas apply 

to be a train conductor?

A: Because everyone kept 

calling him “Thomas the 

Tank Engine”—

Tell me a joke about my 

name

What the user types

Prompt

AI Application

What the user sees
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http://www.panevo.com/


iotorq.com

iotorq.com
panevo.com

panevo.com

Problem with short term memory: limited context window

Model/App Context Window (tokens)

ChatGPT 4k – 8k

OpenAI GPT 4o 128k

Anthropic Claude 3.5 200k

Google Gemini Pro 1.5 2,000k

http://www.iotorq.com/
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Retrieval Augmented Generation

Extend the system knowledge by giving access to external documents

General idea:

1) Take the user query / question

2) Look up “relevant” pieces of documents in a database

3) Inject the relevant pieces in the prompt.

http://www.iotorq.com/
http://www.panevo.com/
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Which of these sentences are the most similar?

Intermission: How to compare two texts?

The president of France is Macron

The president of the USA is Trump

My dog is Buddy
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Which of these sentences are the most similar?

Intermission: How to compare two texts?

4 common words: 

The, president, of, is

The president of France is Macron

The president of the USA is Trump

My dog is Buddy
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Which of these sentences are the most similar?

Intermission: How to compare two texts?

Similar words likely mean similar topics.

4 common words: 

The, president, of, is

The president of France is Macron

The president of the USA is Trump

My dog is Buddy

http://www.iotorq.com/
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Which of these sentences are the most similar?

Intermission: How to compare two texts?

The president of France is Macron

The president of the USA is Trump

My dog is Buddy

The king of Spain is Felipe VI.
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Which of these sentences are the most similar?

Intermission: How to compare two texts?

The president of France is Macron

The president of the USA is Trump

My dog is Buddy

The king of Spain is Felipe VI.

about leaders of 
countries
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Which of these sentences are the most similar?

Intermission: How to compare two texts?

The president of France is Macron

The president of the USA is Trump

My dog is Buddy

The king of Spain is Felipe VI.

But counting words doesn’t capture semantic similarity

about leaders of 
countries
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http://www.panevo.com/


iotorq.com

iotorq.com
panevo.com

panevo.com

Vector embeddings: Intuition

Idea:

1. Identify different semantic dimensions (ex: politics, animals, nature…)

2. For each sentence, generate a “score” in each of these dimensions -> you get a vector

3. The smallest is the angle between vectors, the more “similar” they are 

http://www.iotorq.com/
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Vector embeddings: Intuition

Idea:

1. Identify different semantic dimensions (ex: politics, animals, nature…)

2. For each sentence, generate a “score” in each of these dimensions -> you get a vector

3. The smallest is the angle between vectors, the more “similar” they are 

In practice, we use several hundreds dimensions but the core idea is the same

http://www.iotorq.com/
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Preparing data for RAG
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Preparing data for RAG
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Take the user query, look up a relevant piece of document in a database and inject it in the 

prompt

Retrieving Relevant Information at Query Time

LLM

http://www.iotorq.com/
http://www.panevo.com/
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LLMs are amazing models, but they can only generate text.

Problem:

How does an AI take action on its environment?

Solution:

 

1. We tell the model that it can output a “command”.

2. Our program runs this command and provides the response (as text) to 

the LLM.

Tools

http://www.iotorq.com/
http://www.panevo.com/
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Example: Weather Forecast – Step 1

System:

You are a helpful assistant that can answer 

questions about the weather. 

You have access to the following tools:

- GetCurrentWeather: retrieve the current 

temperature for a given location.

Example:

GetCurrentWeather(Vancouver, BC) would return 

12.3 degree Celsius

User:

What’s the weather in Paris?

LLM

What’s the weather in 

Paris?

What the user types

Prompt

AI Application

Step 1: The user asks a question about the weather

http://www.iotorq.com/
http://www.panevo.com/
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Example: Weather Forecast – Step 1

System:

You are a helpful assistant that can answer 

questions about the weather. 

You have access to the following tools:

- GetCurrentWeather: retrieve the current 

temperature for a given location.

Example:

GetCurrentWeather(Vancouver, BC) would return 

12.3 degree Celsius

User:

What’s the weather in Paris?

LLM

GetCurrentWeather(Paris,France)

What’s the weather in 

Paris?

What the user types

Prompt

AI Application

Step 1: The user asks a question about the weather
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Example: Weather Forecast – Step 1

System:

You are a helpful assistant that can answer 

questions about the weather. 

You have access to the following tools:

- GetCurrentWeather: retrieve the current 

temperature for a given location.

Example:

GetCurrentWeather(Vancouver, BC) would return 

12.3 degree Celsius

User:

What’s the weather in Paris?

LLM

GetCurrentWeather(Paris,France)

What’s the weather in 

Paris?

What the user types

Prompt

AI Application

Step 1: The user asks a question about the weather

We don’t show this to the user

http://www.iotorq.com/
http://www.panevo.com/


iotorq.com

iotorq.com
panevo.com

panevo.com

Step 2: Our application takes the response from the LLM and perform the requested 

action

Example: Weather Forecast

Application

GetCurrentWeather(Paris,France)

AI Application

http://www.iotorq.com/
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Step 2: Our application takes the response from the LLM and perform the requested 

action

Example: Weather Forecast

Application

GetCurrentWeather(Paris,France)

AI Application

https://getweather.com/?name=Paris,France

http://www.iotorq.com/
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Step 2: Our application takes the response from the LLM and perform the requested 

action

Example: Weather Forecast

Application

GetCurrentWeather(Paris,France)

AI Application

https://getweather.com/?name=Paris,France

14.5 degrees

http://www.iotorq.com/
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Step 2: Our application takes the response from the LLM and perform the requested 

action

Example: Weather Forecast

Application

GetCurrentWeather(Paris,France)

AI Application

https://getweather.com/?name=Paris,France

14.5 degrees

Update the prompt

With the response
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Step 3: Provide the result to the LLM and generate the final answer

Example: Weather Forecast

System:

You are a helpful assistant that can 

answer questions about the weather. 

You have access to the following tools:

- GetCurrentWeather: retrieve the 

current temperature for a given location.

Example:

GetCurrentWeather(Vancouver, BC) 

would return 12.3 degree Celsius

User:

What’s the weather in Paris?

Action: 

GetCurrentWeather(Paris,France)

Observation: 14.5 degrees

LLM

What’s the weather in 

Paris?

What the user types

Prompt

AI Application
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Step 3: Provide the result to the LLM and generate the final answer

Example: Weather Forecast

System:

You are a helpful assistant that can 

answer questions about the weather. 

You have access to the following tools:

- GetCurrentWeather: retrieve the 

current temperature for a given location.

Example:

GetCurrentWeather(Vancouver, BC) 

would return 12.3 degree Celsius

User:

What’s the weather in Paris?

Action: 

GetCurrentWeather(Paris,France)

Observation: 14.5 degrees

LLM
It’s mild in Paris, 

the temperature is 

14.5 degrees 

Celsius.

What’s the weather in 

Paris?

What the user types

Prompt

AI Application

What the user sees
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Example 2: How does ChatGPT make calculations
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Example 2: How does ChatGPT make calculations
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Examples of tools

• Information Retrieval

– Web Search: Allows the LLM to look up real-time information on the internet.

– Document Retrieval: Fetches relevant documents from a database.

– Wikipedia API: Retrieves factual knowledge from Wikipedia.

- Weather & Location Tools

- Task Execution Tools

- Email & Messaging: Sends messages or emails.

- Calendar Integration: Adds, retrieves, or modifies events in a calendar.

- To-Do List Management: Adds or updates tasks (ex: Asana)

http://www.iotorq.com/
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Examples of tools

• Business & Finance Tools

– Invoice & Payment Processing: Manages invoices or payments.

– Stock Market Data: Retrieves stock prices and financial news.

- AI Tools

- Image generation: Sends messages or emails.

- Text to Speech: Adds, retrieves, or modifies events in a calendar.

- OCR (Optical Character Recognition): Extracts text from images.

http://www.iotorq.com/
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Let’s put it all together

✓ We can give a “role” and instructions to a LLM using a prompt

✓ We can add memory

✓ We can give access to tools
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Let’s put it all together

✓ We can give a “role” and instructions to a LLM using a prompt

✓ We can add memory

✓ We can give access to tools

We just need something to coordinate these in multi-step processes
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Let’s put it all together

Agent

Memory

Short-term memory Long-term memory

Tools

Search

Weather Forecast

… more

Send Email

Actions

Planning LLM

http://www.iotorq.com/
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Definition

An Agent is a system that leverages an AI model to interact with its 

environment in order to achieve a user-defined objective. 

It combines reasoning, planning, and the execution of actions (often via 

external tools) to fulfill tasks.
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Agent Workflow

Agents work in a continuous cycle of: 

 thinking (Thought) → acting (Act) and observing (Observe).

Let’s break down these actions together:

1. Thought: The LLM part of the Agent decides what the next step should be.

2. Action: The agent takes an action, by calling the tools with the associated 

arguments.

3. Observation: The model reflects on the response from the tool.

http://www.iotorq.com/
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Agent Workflow

Agents work in a continuous cycle of: 

 thinking (Thought) → acting (Act) and observing (Observe).

Let’s break down these actions together:

1. Thought: The LLM part of the Agent decides what the next step should be.

2. Action: The agent takes an action, by calling the tools with the associated 

arguments.

3. Observation: The model reflects on the response from the tool.
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Agent example

Let’s upgrade Olaf, so that it can:

- Get the current weather

- Search the web

- Send emails
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Agent example

Let’s upgrade Olaf, so that it can:

- Get the current weather

- Search the web

- Send emails
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Agent example: System Prompt

System:

You are an AI assistant inspired by Frozen, with a playful yet helpful personality. 

You reason through problems step by step and take actions using the available 

tools when needed. Think carefully about each step before acting. Always follow 

this structure:

    1. Observation: What the user asked.

    2. Thought: Reason through the request logically.

    3. Action: Use a tool if necessary.

    4. Observation: Note the tool’s output.

    5. Final Answer: Respond to the user or execute an action.

You have access to the following tools:

- GetCurrentWeather(location): Returns the current weather for a given location.

- SearchWeb(query): Searches the web and returns relevant results.

- SendEmail(content, recipients): Sends an email with the specified content to the 

given recipients.

Now, let's process the user's request step by step.

Role

ReAct

Tools

http://www.iotorq.com/
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Agent example: User Query

User: 
Send an email to john.doe@gmail.com with the current weather in Paris, France
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Agent example: First LLM call

System:

…

User:

Send an email to john.doe@gmail.com …

LLM

http://www.iotorq.com/
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Agent example: First LLM call

System:

…

User:

Send an email to john.doe@gmail.com …

1. Observation: The user wants to send an email containing the current 

weather in Paris, France, to john.doe@gmail.com.

2. Thought: To fulfill this request, I need to first retrieve the current weather in 

Paris. Once I have that information, I will format it into an email and send it.

3. Action: GetCurrentWeather("Paris, France")

LLM

http://www.iotorq.com/
http://www.panevo.com/
mailto:john.doe@gmail.com
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Agent example: First tool call

GetCurrentWeather("Paris, France")

Agent

http://www.iotorq.com/
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Agent example: First tool call

GetCurrentWeather("Paris, France")

Agent

https://getweather.com/?name=Paris,France
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Agent example: First tool call

GetCurrentWeather("Paris, France")

Agent

https://getweather.com/?name=Paris,France
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Agent example: First tool call

GetCurrentWeather("Paris, France")

{“temperature”: 13.5 }

Agent

https://getweather.com/?name=Paris,France
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Agent example: Second LLM call

System:

…

User:

…

Assistant:

…

3. Action: GetCurrentWeather("Paris, France")

4. Observation: {“temperature”: 13.5}

LLM
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5. Thought: Now that I have the weather information, I need to construct an email message that 

includes this data.

6. Action: 

SendEmail(content="Hello John, the current weather in Paris is 13.5°C and partly cloudy. Stay 

warm! ",recipients=["john.doe@gmail.com"]) 

Agent example: Second LLM call

System:

…

User:

…

Assistant:

…

3. Action: GetCurrentWeather("Paris, France")

4. Observation: {“temperature”: 13.5}

LLM
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Agent example: Second tool call

SendEmail(content="Hello John, the current weather in 

Paris is 13.5°C and partly cloudy.Stay warm! ", 

recipients=["john.doe@gmail.com"]) 

Agent

http://www.iotorq.com/
http://www.panevo.com/


iotorq.com

iotorq.com
panevo.com

panevo.com

Agent example: Second tool call

SendEmail(content="Hello John, the current weather in 

Paris is 13.5°C and partly cloudy.Stay warm! ", 

recipients=["john.doe@gmail.com"]) 

Agent

http://www.iotorq.com/
http://www.panevo.com/


iotorq.com

iotorq.com
panevo.com

panevo.com

Agent example: Second tool call

SendEmail(content="Hello John, the current weather in 

Paris is 13.5°C and partly cloudy.Stay warm! ", 

recipients=["john.doe@gmail.com"]) 

Agent
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Agent example: Second tool call

SendEmail(content="Hello John, the current weather in 

Paris is 13.5°C and partly cloudy.Stay warm! ", 

recipients=["john.doe@gmail.com"]) 

{“status”: ok }

Agent
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Agent example: Third LLM call

System:

…

User:

…

Assistant:

…

6. Action: 

SendEmail(content="Hello John, the current weather in Paris is 13.5°C and partly 

cloudy.Stay warm! ",recipients=["john.doe@gmail.com"]) 

7. Observation: OK

LLM
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Final Answer: "I have sent an email to john.doe@gmail.com with the current weather in Paris: 

13.5°C and partly cloudy! "

Agent example: Third LLM call

System:

…

User:

…

Assistant:

…

6. Action: 

SendEmail(content="Hello John, the current weather in Paris is 13.5°C and partly 

cloudy.Stay warm! ",recipients=["john.doe@gmail.com"]) 

7. Observation: OK

LLM
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Agent example: What the user gets

User: 
Send an email to john.doe@gmail.com with the current weather in Paris, France

Assistant: 
I have sent an email to john.doe@gmail.com with the current weather in Paris: 12°C 

and partly cloudy! 
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Agent example: What the user gets

User: 
Send an email to john.doe@gmail.com with the current weather in Paris, France

Assistant: 
I have sent an email to john.doe@gmail.com with the current weather in Paris: 12°C 

and partly cloudy! 

Intermediate steps are not shown to the user.
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Agent example: What the user gets

User: 
Send an email to john.doe@gmail.com with the current weather in Paris, France

Assistant: 
I have sent an email to john.doe@gmail.com with the current weather in Paris: 12°C 

and partly cloudy! 

Intermediate steps are not shown to the user.

Under the hood, this required 3 calls to the LLM and 2 calls to tools
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Limitations of AI Agents: Reliability and Error Handling 

It’s difficult to have AI Agents perform many steps:

- LLMs are prone to hallucinations and inconsistencies.

- Context limitation

- Cumulative errors
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Limitations of AI Agents: Reliability and Error Handling 

It’s difficult to have AI Agents perform many steps:

- LLMs are prone to hallucinations and inconsistencies.

- Context limitation

- Cumulative errors

Consider an Agent with 99% success rate in performing an action
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Limitations of AI Agents: Reliability and Error Handling 

It’s difficult to have AI Agents perform many steps:

- LLMs are prone to hallucinations and inconsistencies.

- Context limitation

- Cumulative errors

Consider an Agent with 99% success rate in performing an action

If the agent performs 10 actions, the expected success rate is ~90%

If the agent performs 20 actions, the expected success rate is ~81%
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Limitations of AI Agents: Liability

Consider an Agent with 99% success rate in performing an action

https://www.theguardian.com/world/2024/feb/16/air-canada-chatbot-lawsuit
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Multi-agent systems

Idea: 

Employ multiple specialized agents to improve performance 

and adaptability when dealing with complex challenges

Interconnected structure allowing:

- continuous feedback loops 

- dynamic refinement of processes
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Multi-agent systems

https://github.com/langchain-ai/langgraph-swarm-py/blob/main/static/img/swarm.png
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Multi-agent architectures

https://langchain-ai.github.io/langgraph/concepts/multi_agent/
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AI Co-Scientist by Google (Feb 19th, 2025)

Multi-agent AI system to help scientists generate novel hypotheses and research proposals

https://research.google/blog/accelerating-scientific-breakthroughs-with-an-ai-co-scientist/
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AI Co-Scientist by Google: Amazing!
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AI Co-Scientist by Google: Not that simple

https://www.newscientist.com/article/2469072-can-googles-new-research-assistant-

ai-give-scientists-superpowers/
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AI pair programming (Windsurf)
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Coding Agents
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Agent Marketplaces
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Agent Marketplaces
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Additional resources

• Whitepaper from Google: https://www.kaggle.com/whitepaper-agents

• Free course on HuggingFace: https://huggingface.co/learn/agents-

course/unit0/introduction

• Intro to LLM by Andrej Karpathy - 1h (2023) 

https://youtu.be/zjkBMFhNj_g?si=Dao6TLes0ClsClK_

• Deep Dive into LLM by Andrej Karpathy - 3h (Feb 2025) 

https://youtu.be/7xTGNNLPyMI?si=4br0Zq4NfnEi3jqC

• How I use LLM by Andrej Karpathy - 3h (March 2025) 

https://youtu.be/EWvNQjAaOHw?si=ecbFOJpFF0V-DHBW
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Frontier Model Intelligence Over Time
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Frontier Model Intelligence Over Time

https://artificialanalysis.ai/
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Scaling Laws (2020)

https://arxiv.org/pdf/2001.08361
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Scaling Laws (2020)

https://arxiv.org/pdf/2001.08361
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Scaling Laws (2020): Summary

• To achieve higher performance, you need to:

– Increase dataset size

– Increase model size

– Increase computational cost
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Cost of training
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Manipulation
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Security challenges with LLM

• Watch the last 15 min of this presentation by Andrej 

Karpathy:

https://youtu.be/zjkBMFhNj_g?si=UsHuaNR80HbIpge3&t

=2747
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